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Abstract

Current practice in educational program evaluation was examined

through analyses of reports submitted by educational programs

seeking approval from the U. S. Department of Education's Joint

Dissemination Review Panel (JDRP). The JDRP reviews these reports

to determine whether educational programs have convincingly

demonstrated that they are effective. In this study, features of

the educational programs and their evaluations were documented

throug content analyses of 232 reports submitted to the JDRP from

1980 through 1983. Descriptive profiles were developed for the

sample as a whole, as well as for the sabsamples of approved and

not-approved programs. Regression analyses were used to relate

differences in evaluation methodology to differences in the size

of edivational effects detected by the programs.
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Practices in Educational Program Evaluation, 1980-1983

The birth of educational program evaluation as a distinct
field of study in the United States may be traced to the
Elementary and Secondary Education Act (ESEA) of 1965. Included
in this legislation, which mandated a number of federally funded
programs to improve the performance of disadvantaged children, was
the requirement that educational projects be accountable for their
use of federal monies. Congress wanted to know whether large
expenditures of funds helped to bring about any real improvements
in education.

Acting on the federal requirements, educators began to
evaluate their own efforts. Unfortunately, their task was made
complicated both by the absence of clear guidelines from Congress
as to what questions needed to be answered, and by the fact that
program evaluation was not what educators were typically trained
to do. These conditions set the stage for scholars to turn their
attention to the development of theories and models of educational
program evaluation. By 1973, the field had become well enough
established that Worthen and Sanders were able to assemble a book
about the varieties of evaluation approaches, with chapters
contributed by many well-known theoreticians and practitioners in
education, psychology, and other areas of social science research.

The proliferation of approaches to educational program
evaluation spawned by the 1965 Congressional mandate resulted in a
further request by Congress, in the Education Amendments of 1978.
Now, a study of the educational evaluation practices themselves
was desired. In response, the Na'lonal Academy of Science, at the
invitation of the (then) Office of Education, undertook study
whose purpose was to recommend ways of increasing the
eflactiveness and usefulness of the Office of Education's
evaluation efforts. This study, the results of which were
compiled in a 1981 book edited by Raizen and Rossi, is one of a
very few systematic reviews of the types and quality of
educational evaluations. A more recent effort describing "the
state of the art and the sorry state of the science" of evaluation
was reported by Lipsey, Crosse, Dunkle, Pollard, and Stobart
(1985). The need for documentation of evaluation practice in
real-life settings has long been noted by respected researchers
and practitioners (see, e.g., Boruch & Cordray, 1980; Cook &
Gruder, 1978; Smith, 1979). The improvement of educational
program evaluation depends on the accumulation of knowledge about
the successes and failures of evaluation methods as actually
applied in the classroom.
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Background and Purpose ,f the Study

The primary objective of this study was to document current
practice ta educational program evaluation through a systematic
analysis of reports submitted to the U. S. Department of
Education's Joint Dissemination Review Panel (JDRP) during a four-
year period. A secondary purpose was to determine how evaluation
methods differed for programs which were approved or not approved
by the JDRP during this time period.

The JDRP is a body of experts from the Department of
Education whose purpose is to review educational products and

practices from all over the United States in order to determine
whether they are effective. The JDRP makes its judgments through
consideration of 10-page written reports supplied by the programs
seeking JDRP approval. These reports describe the program's
goals, activities, costs, implementation requirements, evaluation
procedures, and evidence of effectiveness. The JDRP reviews the
reports to determine ',tether educational programs have
convincingly demonstrated that they are effective. Program staff
also make an oral presentation before a subgroup of three to seven
members of the JDRP. Decisions concerning approval or rejection
of an educational program are made on the basis of a simple
majority vote of this subgroup.

The JDRP considers educational products and practices which
it has approved to be worthy of nationwide dissemination.
Consequently, approval is given to a program only if two major
conditions are met: (a) the program must persuasively demonstrate
that it is effective, and (b) the program must be effective to an
exemplary degree. To satisfy the first condition, programs must
document their evaluation procedures and show that the observed
effects are attrAbutable to the program itself, rather than to
other plausible explanatory factors (Datta, 1977; Tallmadge,
1977). In addition, the intervention and its effects should be
replicable.

To satisfy the second condition (i.e., that the degree of
program effectiveness is exemplary), the program must convince the
JDRP that the effects produced are of sufficient magnitude to be
oonr,dered statistically and educationally significant. While
statistical significance can be assessed through conventional
techniques of data analysis, the determination of what constitutes
educational significance is more difficult. The JDRP uses a
combination of judgmental and normative approaches (Sechrest &
Yeaton, 1981) for evaluating the educational significance of the
size of effects produced by the programs it reviews. Panel
members, as experts in the field, render professional judgments
about the practical significance of the observed effects. They
also try to determine vbether the program has convincingly shown
that the gains produced exceed what is typically reported in the
literature.
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Method

During the years 1980 through 1983, 240 educational programs
applied to the JDRP. Of these, 232 specified changes in
knowledge, attitude, or behavior in students, teachers, parents,
paraprofessionals, or other individuals. The other eight programs
targeted institutional charge, aryl were excluded from further
analyses.

A coding form was developed by the author in order to extract
information fram the reports submitted to the JDRP. The it and
format chosen were based an a review of the literature on
assessment of the adequacy of research or evaluation reports, and
the literature on meta-analysis (see, e.g., Bernstein & Freeman,
1975; Fang, 1981; Glass, McGaw, & Smith, 1981; Gordon & Morse,
1975; Lipsey, 1983; Sanders & Nafziger, 1976). Data were
collected an characteristics of the educational programs described
in the JDRP submittals, the methods used to evaluate them, the
size of effects produced, and the quality of the written report.
Th.s paper will focus on the evaluation designs, and on the
relationship of dirferent evaluation characteristics to both
effect size and JDRP approval.

The items developed to document the evaluation practice
represented by the educational programs applying to t15! JDRP
oaring the years 1980 through 1983 were organized into three
sections: (a) descriptions of the procedures used to measure
program outcomes, (b) descriptions of the evaluation designs, and
(c) descriptions of the methods of data analysis. Each of these
will be discussed. In addition, the procedures used to calculate
effect sizes and to relate differences in effect size to
differences in evaluation characteristics will be described.

Measurement Features

The affiliation of the evaluator of the educational product
or practice for which claims of effectiveness were presented to
the JDRP was noted--whether the evaluator was on the program staff
or was an external consultant. Information was also gathered to
describe the tests or other ilstruments used to measure the
effects of implementing the educational product or practice.
Included were items on the derivation of the test--whether
published, developed specifically for the project, or adapted from
another test; the types of validity and reliabill:y data reported
in the submittal; and the appropriateness of procedures followed
during test administration. With regard to the last item, in the
case of norm-referenced tests, the date on which the tests were
administered was noted; in order for these test scores to be
interpretable, the tests should have been administered close to
the time of year at which the empirical norms were established
;-lually, not more than two weeks on either side of the norming
date). For outcome measures involving treatment and comparison or

6
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control groups, tests should have been administered to both groups
at or near the same time.

Design Features

In order to identify the various types of evaluation designs
reported in the JDRP submittals, a series of descriptive phrases
was listed an the coding form. Any combination of these phrases
could be recorded to describe a particular evaluation design.
Response categories included such characteristics as the number of
groups involved, whether the groups represented no-treatment or
alternate-treatment conditions, whether there was pre- or
posttesting, whether assignment to groups was randomized or not,
and whether norms were used for comparison purposes. This
descriptive approach was used in place of assigning labels to the
evaluation designs in order to document as completely and
objectively as possible the evaluation practice represented in the
submittals, without having to force innovative or patched-together
designs into predefined categories.

The internal validity of each design identified was rated on
a scale ranging from very low to very high. Although standards
for judging the quality of research designs are by no means
uniformly agreed upon (Hirschi & Selvin, 1967; McTavish, Brent,
Cleary, & Knudsen, 1975), Campbell and Stanley (1963) and Cook and
Campbell (1979) have outlined threats to validity typically
associated with various approaches to conducting research and
evaluation studies. Their conceptualization is generally well
respected in the field, and was used as a reference point in
assigning the ratings of design quality. For each design, a
judgment was made concerning the degree to which threats to
internal validity could be discounted. A rating of very high was
given when all of the applicable threats to internal validity
could be ruled out, enabling the reviewer to conclude with a
reasonable degree of certainty that it was the educational program
seeking JDRP approval which produced tne claimed effects. A
.ting of very low was given to designs in which there was a

"fatal flaw" --that is, where at least one of the threats to
internal validity could be considered a compelling and plausible
rival explanation for the results obtained. Ratings between very
high and very low were assigned as follows. Evaluation designs
were rated high when all but one or two of the threats to internal
validity could definitely be ruled out, when neither of the
possible threats could be considered a fatal flaw, and when,
overall, the evidence that the program caused the observed effects
was believable. A medium rating was assigned when at least half
of the threats could be ruled out, there were no fatal flaws, and,
overall, the evidence was ambiguous--neither totally convincing
nor totally unconvincing. Designs were rated low when fewer than
half of 1 threats to internal validity could be ruled out, and
he evid was not very convincing, but there were nr., 'atal
flaws.

7
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Finally, data on the external validity of the evaluation
designs were collected. Any evidence provided in a submittal to
indicate that a program had been successful ; replicated was
recorded on the coding form.

Data Analysis Features

In this section, the descriptive and inferential statistical
analyses applied to the outcome data were documented. Whether the
analysis techniques were appropriate for the type of data gathered
was also noted. Additionally, the form in which test results were
reported in the JDRP submittals was recorded, as well as whether
tests of statistical significance were used to identify
differences between groups.

Calculation of Effect Sizes

Effect sizes were obtained by transforming program results
into standard scores for all programs for which the necessary data
were supplied. In the simplest cases, for studies involving a
comparison between a treatment and a no-treatment group, the
difference between the means of the treatment group and the
comparison gragpwas divided by the standard deviation of the
comparison group (Glass, 1977). This allows one to describe the
status of the treatment group by reference to the distribution of
outcome scores which would have been expected in the absence of
any intervention. In cases where results were based on other
evaluation designs, adaptations of the basic effect size formula
were used, following recommendations rerorted in the literature
(see, for example, Bryant, 1982; Glass, 1980; McGaw & Glass,
1980).

After effect sizes were calculated, they were related to
characteristics of the educational programs and evaluations
through traditional methods of data analysis. In this paper, only
the relationships to evaluation characteristics will be discussed.
Mean effect sizes were calculated for different levels of
categorical variables, Pearson product-moment correlations were
obtained between effect sizes and continuous variables, and
analyses of variance and linear regression were used to identify
the proportion of variance in the distribution of effect sizes
which was accounted for by characteristics of the evaluations.

During the four years coverta by this study, 165 out of 232
program narratives reviewed by the JDRP (or 71%) provided the data
necessary to calculate effect sizes. Some JDRP reports provided
effectiveness data for more than one content area, target
audience, type of objective, type of outcome measure, type of
evaluation design, and grade level. Effect sizes were computed
separately for each of these variables for each program. Within
programs, effect sizes were then aggregated across grade level.
When more than one outcome measure was used for a program, effect

8
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sizes were also aggregated across tests within each of two types
of outcome measures--published and locally developed.
Consequently, the number of effect sizes retrieved from each
report varied, with a total of 263 effect sizes obtained.

Results

Description of the Educational Programs

The author summarized data from 232 reports submitted to the
JDRP from January 1, 1980 through December 31, 1983. The number
of submittals reviewed in each of these years ranged from 45 to
68. Sixty-two percent of all the submittals were approved, with
percentages by year varying from 57% to 69%, as can be seen in
Table 1.

Insert Table 1 about here

A wide variety of content areas were addressed in the
submittals, and sane reported on educational programs in more than
one area; a total of 326 programs were described. Over 50% of the
programs had objectives related to reading or math. The next most
frequent content areas were, in order, special education, career
education, language arts, natural science, social science, and
health/physical education--39% of the programs could be classified
into these categories. Table 2 presents a complete listing of the
content areas addressed in the submittals.

Insert Table 2 about here

In almost all cases (n = 304) the target audience for the
programs was students, ranging from preschool through graduate
school. For a few programs, the target audience was teachers or
administrators, adult learners, or parents. Table 3 presents the
distribution of programs across the various grade levels. As
might be expected, most of the programs were developed for school-
aged children (K through grade 12), with more efforts occurring in
the elementary and middle schools (K through grade 6) than in the
junior and senior high schools (grades 7 through 12).

Insert Table 3 about here

9
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The types of objectives that the educational programs
addressed were categorized as being either cognitive, behavioral,
or attitudinal/affective. Almost every submittal (n = 224, or
97%) presented at least one objective in the cognitive domain,
with behavioral and attitudinal objectives occurring much less
frequently (21% and 16% of all submittals, respectively). While
very few programs were designed to effect only behavioral (n = 4)
or only attitudinal (n = 2) changes, programs with only cognitive
objectives were comman (n = 157, or 68% of all submittals) . The
frequencies presented in Table 4 show the number of times the
different types of objectives and combinations of objectives were
addressed in the submittals reviewed fag this study.

Insert Table 4 about here

Description of the Program Evaluations

EValuators. Although the JDRP does not require submittals to
identify the evaluators of their programs, over 75% of the
submattals (n = 176) reviewed daring th..r time period of this study
provided such information. For a small group of the submittals,
program staff had the sole responsibility for program evaluation
efforts. In over half of the cases, however, independent
evaluators conducted the evaluations, either alone or in
combination with program staff or other types of evaluators, such
as program developers or representatives from district research
and evaluation offices. Of the independent evaluators, most were
identified as hiving academic affiliations, the rest being
associated with research or consulting firms. Table 5 displays
the data concerning evaluators' affiliations retrieved from the
JDRP submittals.

Insert Table 5 about here

Outcome measures. Data were collected on all instruments
which measured outcomes for which claims of effectiveness were
made. The three types of objectivescognitive, behavioral, and
attitudinal/affectivewere included. While in most cases (n =
113, or in 49% of the submittals) programs based their claims of
effectiveness on data fran a single outcome measure, the number of
instruments described in each submittal varied fran 0 to 7. In
same submittals, only cne instrument was used to measure all
program outcomes (e.g., reading and math scores from the same
standardized test). In other submittals, more than one instrument

i©
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was used to measure a single program outcome (e.g., scores- from
both published and locally developed tests of math achievement).
A total of 438 outcome measures were described in the 232 JDRP
submittals.

The type of instruments most frequently chosen to measure
program outcomes (n = 250, or 57% of all instruments reported)
were published tests such as the MAT (Metropolitan Achievement
Tests), CAT (California Achievement Tests), and SAT (Scholastic
Aptitude Tests). Twenty-nine percent of the instruments used (n
129) were locally developed outcome measures created for specific
programs. In a few cases, instruments were adopted from other
sources but modified to make them more relevant to the program
being evaluated. Concerning test administration, in evaluations
involving treatment and comparison groups, in 99% of the cases
tests were given to both groups at the same time; in evaluations
based on a norm-referenced design, tests were administered at the
appropriate =ming times in only 70% of the cases. Table 6
presents data about therm and other features of the outcome
measures described in the JDF2 submittals.

Insert Table 6 about here

The amount of information which was provided about the
validity and reliability of the outcome measures varied. For the
majority of the instruments, at least one type of validity and one
type of reliability was reported (63% and 62%, respectively). In
a much smaller percentage of cases, more than one type of validity
or reliability were c'ted. The type of validity most frequently
reported was rontent qalidity (53% of the instruments), k,nd the
type of reliability most frequently reported was internal
consistency (38%). It should be noted that in many cases, the
only statement made with regard to the validity or reliability of
the instrument was the "the manual stated that these were high."
Moreover, for about one-fourth of the instruments, no information
at all was presented as to their validity or reliability-

Evaluation designs. Data were collected on each evaluation
design used to gather evidence to substantiate the claims of
effectiveness made in each submittal. Recall that a submittal
could describe one or more educational programs, and each program
could have one or more types of objectives. Loch of these
objectives, in turn, could be measured by one or more instruments,
and each of these instruments could have been administered in
accordance with the requirements of a different evaluation design.
For example, in many cases a norm-referenced evaluation design was
used with a published achievement test and a nonequivalent control
group design was used with a locally developed test, in order to

11
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provide complementary evidence that a particular objective had
been achieved. In the 232 JDRP submittals reviewed, a total of
363 evaluation designs were reported.

The types of evaluation designs described in the submittals
were documented on the coding forms by using combinations of
descriptive phrases. Table 7 presents the frequencies of
occurrence of the designs based on the coding form categories.

Insert Table 7 about here

The evaluation design most frequently employed by tie programs was
the nonrandomized pre-post comparison group design, referred to as
the nonequivalent control group desi,/n by Campbell and Stanley
(1963). A total of 87 submittals (or 38%) reported using this
design. Next most frequently used (n = 67, or 29%) was the norm-
referenced design, which involves pre-post comparisons of scores
based on published norms (Tallmadge & Wood, 1978). Following this
in frequemlrwas the namrandomized post-only comparison group
design (n = 57, or 25%)--the nonequivalent control group &sign
without the pretest scores. The randomized pre-post control
design (one of Campbell and Stanley's "true experimental designs)
and the or pre-post design (a "pre-experimental" design)
occurred with almost equal frequency (n = 30 or 13%, and n = 33 or
14%, respectively) while all other types of designs occurred fewer
than 10 times eacn.

When categories of designs from the coding form with similar
characteristics were aggregated, the frequencies presented in
Table 8 resulted. Quasi-experimental designs, which include the

Insert Table 8 about here

nonequivalent control group, simple time series, and other designs
all characterized by nonrandomized assignment of subjects to
treatment or comparison groups, were by far the designs most
frequently reported in the submittals (n = 170, or 73%). Next in
frequency were the norm-referenced designs (n = 88, or 38%). True
experimental (randomized assignment to groups) and pre-
experimental (one-group, non-time series) designs were found
equally in the submittals (n = 50, or 22% each) and only one
qualitative design was reported in support of claims of
effectiveness. The type of evaluation design used appeared to
have little influence on whether or not an educational program

12
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received JDRP appra.al; as can be seen in Table 8, the different
types of evaluation designs had similar rates of approval.

The qaality of each evaluation design was rated on a scale
from very law to very high. The results are presented in Table 9.

Insert Table 9 about here

The ratings Vlich were assigned tended to cluster in the medium
and high categories, which represented situations where the
evidence of effectiveness was ambiguous (medium quality) or
reasonably convincing (high quality). Overall, more than half of
the evaluation designs (i.e., 56%) were rated as medium or worse:,
indicating a failure to produce reasonably believable evidence
that the educational program was responsible for producing the
observed changes in the groups receiving the educational product
or practice. Ratings indicating certainty that effectiveness was
not demonstrated (very lag) exceeded those indicating certainty
was demonstrated (very high) by a ratAo of over 2:1. However,
when frequencies of ratings ere aggrt ated across the categories
of very low and low, and very high and nigh, this ratio reverses
itself; many more evaluations provided convincing evidence of
effectiveness (n = 159, or 44%) than provided convincing evidence
that the progrRm s not effective (n = 69, or 19%). JDRP
approval was given a greater proportion of the time to submittals
with evaluation designs rate as high or very high (79%) than to
those rated either medium (69%) or low and very low (32%).

Tie distribution of the quality ratings was also broken down
according :o categories of designs in order to identify
differences in rated quality dependent on design type. The 1:rue

experimental designs received greater proportions of very and high
ratings than any of the 3ther designs, and these proportions far
emeeded those for the sample as a whole. Conversely, true
experimental designs had smaller proportions of low or very low
ratings than any of the other designs, as well as the overall
sample. Quasi-experimental designs received the next best
distribution of ratings, followed by the norm-referenced designs.
One-group designs had the poorest ratings, receiving
disproportionate amounts on both the high and law ends of the
quality continuum. Table 10 presents summary data on design type
and quality ratings which illustrate these relationships. Mean

Insert Table 10 about here
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ratings for each category of design are also presented, not so
much because they have an inherent significance, but rather
because they help to convey the order with which the different
types of evaluation designs were arrayed along the quality
dimension (when quality is defined as the extent to which threats
to internal validity can be ruled out).

All submittals provided some evidence of the external
validity of their programs by presenting data indicating that the
intervention was effective for more than one instructor,
classroom, grade level, school, setting, or time period.
Sometimes results were reported separately for these different
variables, and for different levels within the variables (e.g.,
for grades 6, 7, and 8 in schools A and B). Such presentations
were more clearly indicative of a program's replicability than
those in which the program was implemented across variables or
level-, but the data were reported in aggregated form only (e.g.,
reporting one cambinecimean for grades 6, 7, and 8). The JDRP
Jpproval rate was higher for submittals in which non-aggregated
replication data were presented for at least one variably, than
for those submittals repolang only aggregated replication data
(65% vs. 49%, respectively).

Description of the Data Anal: is Procedures

The methods used to analyze the data collected to
substantiate claims of effectiveness ranged from descriptive
statistics to complex multiple regression analyses. Besides
descriptive statistics, the type of data analysis reported most
frequently was the t-test (n = 147, or 63% of the submittals).
Analysis of covariance (ANCOVA), analysis of variance (ANOVA), and
nonparametric statistics were the next most frequently chosen
analytical methods (see Table 11). All of the submittals reported
the use of tests of statistical significance, with the exception
of five submittals which provided descriptive statistics only. Of
this latter group, only one was not approved by the JDRP.

Insert Table 11 about here

The adequacy of the procedures used to analyze the evaluation
data was examined by identifying features which might negatively
affect the believability and interpretability of the data. For 79
(or 34%) of the submittals reviewed, no problems in the data
analyses were noted. In the other submittals, problems included
the use of inappropriate or inadequate analysis procedures (n =
71, or 31%), omission of same relevant outcome data (n = 52, or
22%), and omission of information about the analysis procedures
used, such as the p value or the name of the statistical test (n =

14
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31, or 13%). The JDRP approval rate for submittals with no
problems in data analysis was considerably higher than that for
submittals having one or more problems: 71% vs. 50%,
respectively.

Effect_Sizes

The mean effect size over all the programs for which this
statistic could be calculated was 0.89 (n = 263, SD = 1.10). Mean
effect sizes were also calculated for the different levels of
categorical variables descriptive of different features of the
evaluation designs used. Table 12 presents these results, which
are discussed here.

Insert Table 12 about here

Evaluator affiliation. The highest effect sizes were
obtained by those programs evaluated by imiependent evaluators
(M = 0.99), followed by programs evaluated by program staff
(M = 0.91). Evaluator affiliation accounted for very little of
the variance in the distribution of effect sizes.

Instrument type Programs for which instruments were
specifically developed to measure program outcomes had mean effect
sizes almost twice as high as those programs relying on available
published tests (M = 1.25 and M = 0.67, respectively). Of the
evaluation characteristics examined for relationships to effect
size, instrument type was the best single explanatory variable,
accounting for 12% of the variance in the distribution of obtained
effect sizes.

Design type. Designs based on randomized assignment of
subjects to groups had higher mean effect sizes (M = 1.13) than
those based on nonrandomized assignment (M = 0.92), and both of
these had higher mean effect sizes than norm-referenced designs
(M = 0.59).

Design quality. In this study, the higher the design
quality, the higher the mean effect size that was found, ranging
from 0.93 for high quality designs, to 0.89 for medium, and 0.67
for low. However, the strength of the relationship between design
quality and effect size was not great (Pearson r = .09 n = 262),
and design quality accounted for only a negligible proportion of
the variance in the effect size distribution.

Data analysis quality. Programs for which only one or no
flaws in the data analysis procedures were noted had higher mean
effect sizes than those programs which had two or three problems

15
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(M = 0.93 and 0.68, respectively). The extent of problems in the
data analysis accounted for a very small proportion of the
variance in effect sizes.

Effect size formulas. As was described earlier, adjustments
based an suggestions from the meta - analytic literature were
sanetimes remmeax- when calculating effect sizes from the data
reported in the JDRF submittals. When effect sizes were
calculated fran the basic effect size formula (treatment minus
comparison group post means divided by the standard deviation of
the comparison group), the mean effect size was considerably
higher than when effect sizes were calculated using other rormulas

= 1.02 for the former, and M = 0.58 for the latter). the use
of different effect size formulas accounted for 8% of the variance
in the effect size distribution.

Cadblning Variables to Explain Effect Size

Multiple regression analyses were run on the 262 cases for
which effect sizes had 'been computed. Effect size was specified
as the dependent variable and type of objective, derivation of the
outcome measure, type of evaluation design, evaluator affiliation,
evaluation quality, quality of the data analysis, and formula for
estimating effect size (basic vs. one of the adapted formulas)
were the independent or explanatory variables. Dummy variables
were created when categorical variables had more than two possible
levels, resulting in a total of 13 explanatory variables being
entered into the regression equation. A forward stepwise
proceetre was used, the results of which are presented in Table
13.

Insert Table 13 about here

The largest single contributor to the explanation of the
variance in the effect size distribution was that the outcome
measure was locally developed; the proportion of variance
accounted for by this factor alone was 11.3%. The variable
contributing the next largest amount to the proportion of
explained variance (2.4%) was the type of effect size formula used
(higher effect sizes were obtained with the basic formula than
with its variations). Other variables which entered the
regression equation were presence of an attitudinal objective,
presence of a behavioral objective, and independent evaluator. Of
the five variables which satisfied the criteria for entry into the
regression equation, all were positively related to effect size
except the presence of an attitudinal objective. The multiple R2
resulting when these five independent variables were entered into
the regression equation was 0.17.

10
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Summary and Conclusions

The effect of the information explosion on the field of
educational program evaluation has been to put evaluators in the
embarrassing position, to paraphrase Glass (1976), of knowing less
than we have proven. The hundreds of JDRP submittals which now
exist are a perfect example of what Glass means. They describe
educational programs and avaluation practice in a wide variety of
content areas and from locations al_ across the United States. As
such, they are a rich source of data about how to conduct and
evaluate educational programs --a source that has gone largely
untapped (with some exceptions: see Fang, 1981; Hamilton &
Mitchell, 1979; Haney, 1978; The Network, 1978).

In this study, a total of 232 reports describing educational
programs seeking JDRP approval dux- xi the years 1980 through 1983
were reviewed. The author develop - a JDRP submittal analysis
form to retrieve and document information about (among other
things) educational program evaluation procedures actually being
used in classrooms across the country. Found to be typical of
evaluation practice, as represented by this group of programs,
were these characteristics: (1) the evaluations were conducted by
independent evaluators, either alone or in combination with
program staff; (2) a single measuring instrument vas used, usually
a published test for which content validity and internal
consistency were reported; (3) a single evaluation design was
employed, most often being a nonequivalent control group design:
(4) the quality of the evaluations (the degree to which threats to
internal validity were controlled or eliminated) was not typically
high enough to produce convincing evidence that the program
produced the claimed effects; (5) evidence of replication of
effects was gathered; (6) descriptive statistics and t-tests were
used to analyze the data; (7) and the statistical significance of
the obtained results was assessed.

Certain features of the evaluation procedures undertaken by
the educational programs in order to demonstrate effectiveness
were found more often in programs approved by the JDRP than in
those not approved. These included: the presence of an
independent evaluator affiliated with a research firm. the use of
more than one evaluation design, the absence of obvious errors in
the data analyses, and the implementation of evaluation designs of
high quality (in this study, defined as elimination or control of
threats to internal validity). This latter factor was found to be
a particularly important consideration to the JDRP, with 79% of
the evaluations rated as high or very high being implemented in
programs which were approved by the JDRP, compared with only 32%
of those rated as low or very low. This finding is consistent
with the JDRP's stance that the ability of a program to
demonstrate that observed effects can be attributed to program
processes is of primary importance in their review process (Fang,
1981).

17
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Of potentially greater importance to the improvement of
educational program evaluation are the findings relating
differences in evaluation characteristics to differences in the
size of effects associated with the educational programs. While
much has been written about the theoretical and statistical
benefits and hazards of conducting various types of inquiries
(see, for example, Boruch & McLaughlin, 1982; Campbell & Boruch,
1975; Gilbert, Light, & Hosteller, 1975; Kennedy, 1981; Rossi,
1979), it has been ar ad that what is really needed for the
Improvement of evaluation is publicly verified evidence of the
usefulness of applications of evaluation methods in a variety of
settings (Smith, 1979). Results of this study suggest that
decisions about haw to conduct evaluations or how to assess the
meaning of program results should refauct an awareness that
certain characteristics of evaluations may be differentially
related to the size of effects detected. Illustrations of the
data on which this conclusion is based follow.

In this study, the use of locally developed instruments was
associated with higher effect sizes than the use of published
testa. Because published tests are designed for maximum
applicability across a wide range of educational experiences, they
are more effective at measuring general achievements than specific
learnings (Ball, 1981). As the match between the measuring
instrument and specific program outcomes Improves, other things
being equal, the size of effects detected will increase. Because
this is true, programs evaluated with the use of locally developed
instruments may show larger effect sizes than those evaluated with
published tests, even If the former programs are actually less
effective than the latter.

Other features which were shown to be related to effect size
were the type and quality of the evaluation design used, with
higher effect sizes associated with randomized designs and designs
of high quality. Recall that the magnitude of effect size is
dependent on two factors: the difference between the treatment
and comparison groups, and the amount of variance that exists
within the study. To the extent that the evaluator can reduce
extraneous variance through increased precision of measuring
instruments, or through careful planning and implementing of the
evaluation design, the size of the effects detected will increase,
other things being equal (Hall, 1980; Sechrest & Yeaton, 1982).
While these features are certainly desirable for all evaluation
neleardh, whan they do not exist consistently across a sample of
educational programs being compared, the interpretation of effect
size for any given program is confounded with the quality of the
evaluation design.

Finally, this results of this study suggest that there is a
great deal of room for improvement in the quality of educational
program evaluation being carried out in real-life classroom

13
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settings. Fewer than half of the evaluations reviewed met the
criteria for producing reasonably believable evidence of program
effectiveness. This finding is particularly troublesome because
programs which apply to the JDRP for validation represent some of
the finest efforts being made in education in the United States
today. Continued systematic study of these programs will
contribute to our understanding of that makes educational programs
effective, and continued systematic study of the benefits and
hazards of applytg different evaluation methods will help us
improve the ways we go about assessing educational program
outcomes.



Table 1

JDRP Decisions on Submittals byYear

Submittals Approved Not approved

Year n n (%)

1980 45 31 (69) 14 (31)

1981 68 43 (63) 25 '.37)

1982 61 35 (57) 26 :43)

1983 58 35 (60) 23 (40)

Total 232 144 (62) 88 (38)

20
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Table 2

Content Areas Addressed in JDRPSubmittals

Programs

Content area n (%)

Reading 86 (26)

Math 81 (25)

Special education 28 (09)

Career education 26 (08)

Language arts 22 (07)

Natural science 19 (06)

Social science 17 (05)

Health/physical education 15 (05)

Bilingual education 9 (03)

Gifted education 7 (02)

Vocational education 7 (02)

Writing education 6 (02)

Teacher education 4 (01)

(table continues)

2 it_
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Programs

Content area n (%)

Arts/humanities 3 (01)

Migrant education 1 (01)

Other 14 (04)

Note. Based on N = 326 programs total. The sum of

the frequencies exceeds 326, and the FAxm of the

percentages exceeds 100 because some programs could

be classified into more than one category.
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Table 3

Number of Programs by Educational Level

Programs

Educational level Ii 96

Preschool 12 4

K to grade 3 102 31

Grades 4 to 6 82 25

Grades 7 and 8 56 17

Grades 9 to 12 59 18

Post secondary 23 7

Note. Based on N = 326 programs total. The sum of the

frequencies > 326 and the sum of the percentages > 100 because

some programs spanned more than one of the abov'- categories.



Table 4

Type_ of Educational Objectives Addressed in JDRE! Submittals

Objective

type

Submittals

n % )

Cognitive only 157 (68)

Cognitive and behavioral 30 (13)

Cognitive and attitudinal 23 (10)

Cognitive, behavioral, and attitudinal 11 (05)

Behavioral only 4 (02)

Behavioral and attitudinal 2 (Cl)

Other 5 (02)

Total 232 (100)
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Table 5

Evaluators' Affiliations

SUbmittals

Types of evaluators n (%)a

Program staff only 18 8

Independent only 91 40

Academic

Research firm

Staff plus independent 16 7

"Other" only 27 12

Combinations with "other"

No information/cannot tell

57

28

23

56

10

24

aBased on N = 232 submittals. bBased an n = a total of 125

evaluators identified as independent.

25

46b

22b

22
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Table 6

Descriptions .of Outcome Insures

Feature

Type

Outcome measures

n e

Published 250 57

Locally developed 129 29

Modified 12 3

Other 15 3

Adminis tratirm

Norm referenced 64 15

At norming times 45 70b

Not at nonning times 19 30b

Treatment/canparison groups 214 49

At same tines 212 99c

Not at same times 2 lc

2G

(table continues)
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Outcome measures

Feature n %a

Validity information

Face 16 4

Content 233 53

Construct 61 14

Criterion 33 8

Other 60 14

No information 99 23

Reliability information

Stability 72 16

Equivalence 15 3

Internal consistency 166 36

Im.errater 33 8

Other 104 24

No information 112 26

aBased on N = 438 instruments total. bBased on n = 64. bBased on

n = 214.



Table 7

Evaluation Designs in the JP P Submittals

Submittals

Type of design

Nonrandomized untreated comparison pre-post 87 38

Nonrandomized untreated comparison post only 57 25

Nonrandomized alternate treatment pre-post 8 3

Nonrandomized alternate treatment post -only 5 2

Nonrandomized un- and alternate trt pre-post 5 2

Nonrandomized multiple time series 1 <1

Nonrandomized, other 2 1

National norms pre-post 61 26

National norms post only 21 9

State/local norms pre -poet 6 3

Randomized untreated comparison I. post 30 13

Randomized untreated comparison post only 9 4

Randomized alternate treatment pre-post 2 1

Randomized alternate treatment post only 1 <1

Randomized un- and alternate trt pre-post 4 2

(table continues)

28
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Table 8

27

Type Eva uation Design by JDRP Decision

Type of Submittals Not approvedApproved

Design n (%)a n (%)b n Mb

Quasi-experimental 160 (73) 111 (65) 59 (35)

Norm-referenced 88 (38) 16 (67) 29 (33)

True experimental 50 (22) 33 (66) 17 (34)

One-group 50 (22) 35 (70) 15 (30)

Qualitative 1 (01) 1 (100) 0 ( 0)

Note. Total number of submittals = 232. The sum of the

frequencies for type of design > 232 because many submittals

reported more than one evaluation design.

aBased an N = 232 submittals. bBased an n f r type of design.
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Table 9

Quality of Evaluation Design by JDRP_Decision

Quality

rating

Designs

(%)a

Approved

n (%)b

Not approved

n (%)b

Very high 20 (06) 15 (75) 5 (25)

High 139 (38) 111 (80) 28 (20)

Medium 135 (37) 93 (69) 42 (31)

Low 20 (06) 5 (25) 15 (75)

Very low 49 (13) 17 (35) 32 (65)

aBased on N = 363 total number of designs. bBased on n for rating

category.

-41.111w
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Table 10

Summary Data _Quality_Ratings by_Evaluation Design Type

Quality rating

Type design

Very high/

High

Medium Very low/

Low

Mean

rating

One-group 50 18 34 48 2.32

Norm-

referenced

88 38 48 14 3.18

Quasi-

experimental

170 47 37 17 3.22

True

experimental

50 74 20 6 3.84

Qualitative 1 0 100 0 3.00

Totala 359 44 37 19 3.17

Note. Percentages based on row totals.

aFour designs coded as "cannot tell" were eliminated from this

analysis.



Table 11

30

Data Analysis Methods in JDRP_Submittals

Method

Submittals

96

Descriptive statistics 232 100

T-tests 147 63

ANOVA 63 27

ANCOVA 70 30

Regression analyses 12 5

Nonparametric statistics 58 25

Qualitative analyses 1 <1

Note. The sum of the frequencies > 232 and the sum of the

percentages > 100 because submittals could include more than one

method.
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Table 12

Mean Effect_Size by Evaluation Design_ Characteristics

Characteristic n M SD

Evaluator .01

Independent only 137 .99 .91

Staff only 18 .91 .67

Combination 39 .77 .75

Instrument type .12

Published 135 .67 .53

Locally developed 93 1.25 1.05

Other 22 .80 .54

Design type .04

Norm-referenced 56 .59 .34

Quasi-experimental 162 .92 .85

Experimental 40 1.13 1.01

Design quality .01

Low/very low 32 .67 .67

Medium 84 .89 .92

High/very high 146 .93 .78

(table continues)
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Characteristic SD

Data analysis problems .02

0 Jr 1 215 .93 .115

2 or 3 47 .68 .56

Effect size formula .08

Regular 187 1.02 .91

Other 75 .58 .29

Note. R2 = the proportion of variance in the distribution of

effect sizes accounted for when the evaluation design

characteristic was considered the sole explanatory variable.

v')
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Table 13

Results of Stepwise_Regression of Se ected_Variables_on Effect

Size

Characteristic Increase Direction

Step entered in R2 of influence

1

2

3

4

Local instrument .113 .113 +

Basic effect size .137 .024 +

formula

Attitudinal .152 .015 -

objective

Behavioral .163 .011 +

objective

5 Independent

evaluator

.173 .010

36
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